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Why This Matters Now
Artificial Intelligence (AI) is rapidly reshaping education—and its 
presence is no longer theoretical. From platforms like OpenAI 
and Anthropic, to classroom tools that support writing, tutoring, 
and assessment, AI is already woven into the fabric of the student 
experience. In fact, according to surveys performed by the Digital 
Education Council (2024) and ACT (2024), 86% of college students 
and 46% of pupils in grades 10-12 now report using AI tools for their 
coursework.

Educators are feeling this shift firsthand. Increasingly, they’re being 
called not just to adopt AI—but to lead conversations about what 
responsible, ethical AI usage looks like. As AI becomes ubiquitous, 
the role of the educator is evolving from gatekeeper to guide, helping 
students develop the skills to navigate AI thoughtfully and ethically.

This ebook is your practical guide to making sense of this moment—
by showing how AI, when applied with intention and pedagogy, can 
enhance learning, support instructors, and improve student 
outcomes.  In the chapters ahead, we’ll:

Whether you’re an instructor experimenting with new tools, an 
administrator scaling digital learning, or simply curious about what 
AI means for your students, this ebook will leave you with actionable 
insights and frameworks you can trust.

• • Clarify what AI really is (and what it isn’t)

• • Examine the ethical frameworks that should guide its use in 
education

• • Explore how Packback’s transparent, multi-model approach 
to Instructional AI works in practice

• • Share real-world examples of how AI can empower—not 
replace—educators

INTRODUCTION:
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What Is Artificial Intelligence
and Why It Matters for Learning
Artificial Intelligence (AI) is often described as technology that enables machines to 
perform tasks traditionally requiring human intelligence. But that definition doesn’t 
capture why educators should care. In learning environments—from K-12 classrooms to 
higher education and continuing education programs—AI is already helping shape how 
students receive feedback, how instructors assess work, and how learning journeys are 
supported at scale. 

Each of these examples reflects a core 
AI capability—understanding, predicting, 
creating, or optimizing—and all of them are 
now being adapted in service of student 
learning and instructional support. That 
shift brings immense potential—and 
enormous responsibility.

UNDERSTANDING AI IN EDUCATION

• • Suggesting the best route 
home on a map

• • Translating a paragraph from 
English to Spanish

• • Powering voice assistants like 
Siri or Alexa

• • Detecting potential fraud in 
online transactions

• • Writing a summary of a 
complex article in seconds

Think about familiar tasks AI performs:



PULLING BACK THE CURTAINS ON ETHICAL AND PEDAGOGICAL AI 4

Key AI Technologies
Relevant to the Classroom
AI isn’t just one tool—it’s a whole toolbox. The wide variety of things AI 
systems can do—from summarizing articles to guiding student writing—
comes from an equally wide range of underlying techniques. When we talk 
about “AI in education,” we’re really talking about a mix of different models, 
methods, and systems working together.

To understand how AI can support instruction, it’s important to recognize 
some of the most common types of AI technologies used in learning 
environments:

• • Machine Learning (ML): Algorithms that learn from data to make 
predictions or decisions. For example, identifying patterns in student 
submissions to flag off-topic work.

• • Deep Learning (DL): A powerful subset of ML, modeled on the 
human brain’s neural networks. It’s often used for image or speech 
recognition—but in learning, it powers more advanced feedback 
engines.

• • Expert Systems: These rule-based systems apply human-designed 
logic to reach decisions. For example, helping an instructor determine 
which students need additional support based on assignment scores.

• • Generative AI: These models create new content—such as text, 
images, or even quiz questions—based on the patterns they’ve learned 
from large datasets. Tools like ChatGPT are part of this category.

These systems often work together in modern learning platforms, which 
means that understanding how they interact—and where their limits lie—is 
essential for instructors and administrators alike.
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Why Explainability Is
Non-Negotiable in Education
Explainable AI (XAI) refers to artificial intelligence systems that are designed to make their 
decisions transparent, understandable, and interpretable by humans. In educational settings, 
this is especially critical—because when AI is used to assess student work, guide feedback, or 
inform instruction, stakeholders need to know why and how a decision was made.

According to Mersha et al. (2025), explainability is essential for “transparency, accountability, 
and trust” in AI applications. When educators and students can’t understand or question an AI-
generated recommendation or score, the result is a loss of confidence, and in some cases, the 
erosion of fairness.

That’s why explainability isn’t optional in learning environments. It must be a design principle—
not an afterthought.

In short, XAI ensures that AI in education functions not as a black box—but as a transparent tool 
that builds trust, supports equity, and reinforces instructional integrity.

In Chapter 4, we will explore how Packback implements Explainable AI in practice, ensuring AI-
driven feedback and grading remain transparent, fair, and aligned with pedagogical best practices

Students can trace 
feedback to specific 
areas of their work 

and understand how 
to improve.

Instructors retain 
the authority to 

override AI-generated 
suggestions or grades.

Institutions can audit 
AI decisions and verify 
alignment with equity 
and academic policy.

Here’s what that looks like in practice:
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ARTIFICIAL
INTELLIGENCE

(AI)

AI

Rule-based systems
using expert knowledge

EXPERT SYSTEMS

Algorithms that improve from data

MACHINE LEARNING (ML)

Uses neural networks to
process complex patterns.

DEEP LEARNING  (DL) 

Generates new content
based on learned patterns.

GENERATIVE AI

Why Clear Definitions 
of AI Matter in 
Learning Contexts
AI is not a single, unified tool—it’s a set of technologies with different 
capabilities, strengths, and risks. That makes clarity more than just a technical 
issue; it’s a pedagogical one. Educators need to know what kind of AI is being 
used in their classrooms. Is it suggesting content? Is it grading student work? Is 
it moderating a discussion?

Without clear definitions, it becomes difficult to ask the right questions:

• • Is the system explainable?

• • Can students understand how it works?

• • Are instructors able to review and override it?

• • What are the risks of bias or error?

Just as we don’t adopt textbooks or curricula 
without reviewing them, we shouldn’t adopt 
AI tools without a clear understanding of 
what they are—and what they’re not.
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Packback’s Commitment to 
Transparent, Responsible AI
Packback’s Instructional AI is designed with explainability at its core. We combine 
multiple models—including rule-based systems, expert-designed criteria, and 
machine learning—to provide real-time feedback, discussion support, and grading 
assistance. But we never use opaque or untraceable models for consequential 
decisions like grading.

Here’s how our approach reflects 
our educational values:

Students receive 
feedback they can 
understand and act on.

Educators remain in full 
control of grading and 
instructional choices.

Every AI-supported 
decision can be reviewed, 
explained, and refined.
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AI in education can offer tremendous benefits—such as personalized learning 
experiences, rapid feedback, and scalable assessment tools. However, without 
careful ethical considerations, AI can unintentionally harm students through biased 
outcomes, compromised privacy, or diminished human interaction.

Ethical frameworks in educational AI focus on:

• • Student Well-being: Prioritizing students’ mental, emotional, and academic 
wellness, ensuring technology always supports rather than stresses learners.

• • Transparency and Explainability: Students, educators, and administrators 
should clearly understand how AI decisions are made. Transparent systems 
foster trust and confidence.

• • Bias Reduction: Continuous efforts must be made to identify, address, and 
reduce biases embedded within AI algorithms, promoting equity and fairness 
across diverse student populations.

• • Human Accountability: AI decisions, particularly those affecting students’ 
academic outcomes, must be overseen and validated by educators. AI should 
augment human judgment—not replace it.

Why Ethical Frameworks 
Matter in Educational AI

ETHICAL CONSIDERATIONS IN EDUCATIONAL AI
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When integrating Artificial Intelligence (AI) into educational settings, adopting an 
established ethical framework can ensure responsible and beneficial use. The 
Organization for Economic Co-operation and Development (OECD) has developed 
comprehensive ethical guidelines that provide a robust starting point for educational 
institutions seeking to implement AI responsibly.

The OECD guidelines highlight several foundational principles essential for the 
ethical deployment of AI:

• • Inclusivity and Fairness: AI systems should promote equitable outcomes, 
minimizing biases and ensuring that all users, regardless of their background, 
benefit equally.

• • Transparency and Explainability: AI applications should be transparent, 
providing clear, understandable explanations about how decisions are made, 
thereby fostering trust among users.

• • Human-centered Values: AI systems should be designed to respect human 
rights and values, enhancing human capabilities without infringing on personal 
freedoms or autonomy.

• • Robustness and Security: AI systems must function reliably and securely, 
safeguarding against risks such as data breaches and operational failures.

• • Accountability: There should be clear responsibility and accountability 
mechanisms to address AI outcomes, ensuring that human oversight remains 
central to the management and deployment of AI systems.

OECD Ethical Guidelines
EXAMPLE FRAMEWORK: 

ETHICAL CHALLENGES IN EDUCATIONAL AI

The Hidden Risks of AI in Education
Akgun & Greenhow (2022) highlight key ethical concerns in educational AI, including bias, data security, and 
the necessity of human accountability. AI applications such as personalized learning platforms and automated 
assessment tools provide benefits but also introduce risks, particularly when deployed without sufficient 
ethical oversight. The authors stress that ethical challenges in AI must be actively addressed to prevent 
perpetuating systemic biases, ensuring fair and equitable learning environments for all students.

Why This Matters for Ethical AI Adoption

This research underscores the importance of integrating ethical considerations into AI-driven 
education, aligning closely with Packback’s AI ethics policy. By emphasizing transparency, 
accountability, and fairness, the study reinforces best practices for responsible AI adoption, making 
it a crucial foundation for understanding and mitigating ethical risks in educational technology.

PULLING BACK THE CURTAINS ON ETHICAL AND PEDAGOGICAL AI 9
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Packback’s Ethical 
Guidelines for Educational AI
Packback’s ethical guidelines provide a practical framework designed for ethical AI 
use in education, closely aligning with the OECD’s globally recognized principles. This 
alignment underscores Packback’s commitment to responsible AI practices.

01. PRIORITIZE THE WELL-BEING OF 
STUDENTS, ABOVE ALL ELSE

Packback ensures AI tools directly 
enhance student well-being through 
meaningful, actionable feedback 
that promotes improvement 
rather than penalization. This 
aligns with OECD’s human-
centered values, emphasizing 
technology that respects individual 
rights and welfare.

02. BE A SUPPLEMENT FOR PEOPLE; 
NOT A SUBSTITUTE

Packback’s AI supports educators’ 
skills rather than replacing them, 
maintaining essential human 
elements such as empathy and 
critical thinking. This principle 
matches OECD’s emphasis on 
human oversight, reinforcing 
human roles in education.

03. DO NO HARM

Packback actively minimizes bias, 
plans for worst-case scenarios, 
and maintains rigorous data 
security and privacy standards. 
These measures align closely with 
OECD’s principles of fairness, 
robustness, and security.

04. BE TRANSPARENT AND 
EXPLAINABLE IN PLAIN 
LANGUAGE

Packback prioritizes simplicity 
and transparency, ensuring 
all AI-driven decisions are 
understandable and clearly 
explainable. This directly reflects 
OECD’s transparency principle, 
fostering trust among users.

05. BE HELD ACCOUNTABLE BY 
HUMANS

Human oversight verifies AI 
recommendations affecting 
students significantly, with clear 
accountability mechanisms in 
place. Students have the right to 
challenge AI-driven decisions and 
receive transparent explanations, 
aligning directly with OECD’s 
accountability principle.

Explore Packback’s 
Ethical AI Policy
Interested in diving deeper into ethical AI 
practices for education? Read Packback’s 
comprehensive Ethical AI Framework to 
understand how we prioritize student well-
being, transparency, and accountability.

Read Packback’s Ethical AI Framework

https://packback.co/resources/ai-policy-roadmap/
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At Packback, we don’t start with technology—we start with pedagogy. Our 
Instructional AI is rooted in decades of educational research on how students 
learn best. Rather than layering AI on top of outdated classroom practices, we 
designed Packback’s platform to amplify what already works: inquiry, feedback, 
and metacognitive reflection.

In this chapter, we’ll explore the three core pedagogical pillars that shape 
Packback’s design—and examine the growing body of evidence that shows how 
each leads to measurable improvements in student outcomes.

Research Insight: The Community of Inquiry 
(CoI) framework defines effective learning 
as the interplay of social presence, teaching 
presence, and cognitive presence (Garrison, 
Anderson, & Archer, 2000). Packback 
operationalizes this model by encouraging 
students to lead discussions through 
thoughtful, open-ended questions.

Why It Matters: Inquiry-based approaches 
foster critical thinking, collaboration, and 
deeper engagement. Students move from 
passive consumers of information to active 
participants in meaning-making.

Evidence: 
• • Akyol & Garrison (2011) found that 

strong cognitive and social presence 
enhances students’ analytical reasoning 
and engagement.

• • Rolim et al. (2019) used network analysis 
to show that increased interaction in 
CoI-based discussions leads to better 
knowledge construction.

• • Guo et al. (2021) linked CoI participation 
with improved project-based academic 
outcomes.

Inquiry-Driven Learning: 
Sparking Curiosity and Engagement

HOW PEDAGOGY-DRIVEN AI 
IMPROVES STUDENT OUTCOMES

• • Students ask their own discussion questions, rather than responding to prompts.

• • AI feedback helps them refine question clarity and depth in real-time.

• • Features like “Sparks” and peer voting reinforce social and teaching presence.

How Packback Supports It:
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Formative Feedback and Iteration:
Driving Mastery Through Action

• • AI-powered Instant Feedback gives students suggestions on structure, clarity, 
and credibility as they draft their work.

• • Feedback emphasizes curiosity, communication, and critical thinking—
not just correctness.

• • Students are encouraged to revise their work before submitting, creating 
feedback loops that support mastery-based learning.

How Packback Supports It:

Research Insight: Formative feedback—
timely, specific, and actionable—has one of 
the strongest positive effects on learning 
outcomes (Hattie & Timperley, 2007). Rather 
than waiting until an assignment is graded, 
Packback delivers this kind of feedback while 
students write, providing guidance in the 
moment when it’s most useful.

Why It Matters: Students improve faster 
when they’re given space to revise and 
reflect. When feedback is non-punitive and 
focused on the process rather than the 
final performance, it promotes a growth 
mindset and encourages students to take 
ownership of their learning (see the sidebar 
on mastery-based learning). This supports the 
development of self-regulation and long-term 
academic success.

The Research Behind It: A landmark study 
by Black and Wiliam (1998) revealed the 
transformative power of formative feedback 
across subjects and grade levels. Their 
research showed that when students receive 
timely, constructive input, they engage more 
deeply with the material, regulate their own 
learning more effectively, and see significant 
academic gains—especially students who 

are lower-performing. This foundational 
work emphasizes that feedback should guide 
students toward mastery, not simply audit 
their current level of understanding.  Further 
research reinforces these findings:

• • Shute (2008) emphasized that 
feedback should be non-evaluative, 
improvement-oriented, and 
actionable—qualities that lead to 
stronger engagement and sustained 
learning.

• • Ozan and Kincal (2018) found that 
regular formative feedback not only 
boosts academic performance but also 
improves students’ attitudes toward 
learning.

Connecting Research to Practice: 
Packback’s real-time, AI-powered feedback 
loops are built with these principles in mind. 
Rather than offering feedback after a task 
is complete, Packback supports students 
during the writing process—encouraging 
reflection, revision, and deeper thinking 
before submission. This mirrors the guidance 
outlined by Black and Wiliam: feedback should 
help students improve while they learn, not 
simply evaluate what they’ve already done.

By aligning with decades of research and focusing on the how of 
learning—not just the what—Packback’s feedback engine helps students 

grow into more thoughtful, confident writers and learners.
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Research Insight: Metacognition—the ability 
to reflect on and regulate one’s learning—is 
a key predictor of academic success (Zohar & 
Barzilai, 2013). Packback supports metacognitive 
development by making students more aware of 
their learning process through iterative feedback 
and reflective writing.

Why It Matters: Students who can monitor 
their own thinking are better equipped to set 
goals, persist through challenges, and apply 
what they’ve learned in new contexts.

Evidence: 
• • The UK Education Endowment Foundation 

(EEF, 2018) found that metacognitive 
strategies can accelerate learning 
progress by an average of 7 months per 
year.

• • Tanner (2012) showed that structured 
reflection improves both self-efficacy and 
problem-solving.

• • Bjork et al. (2013) highlighted the role of 
self-regulated learning in retention and 
academic persistence.

Metacognition and Self-Regulation: 
Helping Students Learn How to Learn

• • Feedback is framed as a tool for reflection, not evaluation.

• • Students can iterate on their thinking through revision and question design.

• • Writing tutors and coaching tools guide students to ask better questions and 
assess their own reasoning.

How Packback Supports It:
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Foundational Pedagogy: 
Mastery Learning
Mastery Learning, developed by Bloom(1968), ensures students achieve proficiency through 
structured feedback and iterative learning. Research confirms its effectiveness in improving retention, 
comprehension, and academic success. The core principles of mastery learning are:

• Clear Objectives: Defined learning goals provide a roadmap for success.

• Formative Assessment & Feedback: Continuous feedback helps students refine their 
understanding before final evaluations.

• Corrective Instruction: Targeted interventions guide students toward mastery.

• Individual Pacing: Students advance at their own pace upon demonstrating proficiency.

• Enrichment for Mastery: Advanced learners deepen their knowledge beyond core requirements.

AI-driven platforms like Packback align 
with mastery learning by providing:

Mastery Learning, combined with AI, 
fosters equitable, effective education 
by enabling personalized, feedback-
rich learning experiences that drive 
student success.

• Real-Time, 
Formative Feedback: 
Instant, constructive 
insights enhance 
learning.

• Personalized Learning 
Paths: Adaptive AI 
tailors instruction to 
individual needs.

• Bias-Aware 
Assessment: Ethical 
AI ensures fairness in 
feedback and grading.

AI AND MASTERY LEARNING:

FORMATIVE
ASSESSMENT
& FEEDBACK 

AI provides 
real-time, targeted 

feedback

ENRICHMENT
FOR MASTERY 
AI recommends 

advanced content 
for deeper 
learning

CLEAR LEARNING
OBJECTIVES 

AI helps personalize 
and clarify learning 

goals

CORRECTIVE
INSTRUCTION 

AI suggests 
tailored resources 
based on student 

needs

INDIVIDUAL
PACING 

AI adapts the 
difficulty and pace 

for each learner
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The Bottom Line:
Pedagogy-First AI Works

When AI is built to support—not replace—evidence-
based instructional practices, the impact is powerful. 

Packback’s integration of inquiry, feedback, and 
metacognitive scaffolding helps students develop 

skills that go far beyond a single assignment: critical 
thinking, curiosity, and the confidence to grow.

In the next chapter, we’ll explore how these 
design principles translate into Packback’s 

real-world features, showing how our AI works 
in practice to support scalable, ethical, and 

effective teaching.
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From Ethics and Pedagogy
to Real-World Impact
Now that we’ve established the ethical and pedagogical foundation, let’s explore how 
these ideas are realized in Packback’s platform.  This chapter is a preview of concepts 
that will be explored in full detail in our forthcoming eBook on Instructional AI—a term 
we use to describe AI systems designed specifically to enhance the instructional process. 
Unlike generic generative AI, Instructional AI is purpose-built to empower educators, 
support student learning, and align with ethical and pedagogical best practices.

As introduced in Chapter 2, our ethical framework ensures that AI use remains 
transparent, fair, and accountable—always supporting, not replacing, human educators. 
In Chapter 3, we explored the pedagogy behind our platform, including formative 
feedback, mastery-based learning, and metacognition. This chapter brings those ideas 
into practice, showing how they shape each core feature of Packback’s AI.

INSTRUCTIONAL AI IN PRACTICE

Foundational Framework: 
Communities of Inquiry
The Communities of Inquiry (CoI) framework is 
a foundational model for fostering meaningful 
educational interactions. It emphasizes the 
integration of three essential elements—Social 
Presence, Teaching Presence, and Cognitive 
Presence—to create a dynamic and engaging 
learning environment.

THE THREE PILLARS OF THE COI FRAMEWORK:

• Social Presence: Encourages open 
communication and collaboration, ensuring 
students feel connected and engaged in the 
learning process.

• Teaching Presence: Involves instructional 
design, facilitation, and guidance to support 
meaningful discussions and active learning.

• Cognitive Presence: Enables deep 
learning through critical thinking, inquiry, 
and reflection, helping students construct 
knowledge effectively.

AI AND THE COI FRAMEWORK:

AI-driven platforms like Packback align with the 
CoI framework by:

• Enhancing Social Presence: AI moderates 
discussions, ensuring inclusive and 
respectful engagement.

• Supporting Teaching Presence: AI 
provides real-time scaffolding, feedback, 
and prompts to guide student interactions.

• Strengthening Cognitive Presence: 
AI fosters inquiry-based learning by 
encouraging students to think critically and 
engage with course material more deeply.

By integrating AI with the Communities of 
Inquiry framework, educators can cultivate 
interactive, thought-provoking, and student-
centered learning experiences that enhance both 
engagement and knowledge retention.

PULLING BACK THE CURTAINS ON ETHICAL AND PEDAGOGICAL AI 16
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REAL-TIME FEEDBACK: IN-
THE-MOMENT LEARNING 
SUPPORT: 

Packback’s AI gives students 
real-time, non-punitive feedback 
as they write. This feedback 
emphasizes clarity, reasoning, 
and structure—aligned with 
formative feedback best 
practices. Rather than correcting 
students after submission, 
our system prompts revision 
while students are working, 
supporting iterative learning and 
metacognitive development. 
The goal is to help students 
become more confident, 
independent writers.

STUDENT-DRIVEN 
DISCUSSIONS: INQUIRY, NOT 
PROMPTS:

Instead of answering static 
questions, students using 
Packback generate their 
own open-ended prompts. 
This inquiry-based model, 
rooted in the Community 
of Inquiry framework, 
fosters cognitive presence 
and deeper engagement. 
Packback’s AI supports this by 
helping students refine their 
questions and contributions—
scaffolding critical thinking while 
encouraging authentic, student-
led dialogue.

GRADING ASSISTANCE: 
EFFICIENCY, TRANSPARENCY, 
AND FAIRNESS:

Packback’s grading AI handles 
mechanical aspects of 
writing—grammar, structure, 
formatting—using interpretable, 

rules-based systems. Final 
grading remains under 
instructor control, ensuring 
that consequential decisions 
are never made by opaque 
algorithms. The result is faster, 
more consistent grading that 
frees educators to focus on 
evaluating ideas and giving 
meaningful feedback.

ACADEMIC INTEGRITY & 
MODERATION: 

Building a Trustworthy 
Space: Packback’s AI helps 
maintain academic integrity by 
detecting potential plagiarism, 
inappropriate content, and AI-
generated text. These systems 
are designed not to penalize, 
but to prompt revision and 
learning. Our “do no harm” 
philosophy ensures that 
students receive guidance, 
not punishment, reinforcing 
ethical habits and supporting a 
respectful learning environment.

COACHING TOOLS: 
AUTONOMY, NOT 
AUTOMATION:

Packback includes writing 
coaches and tutoring 
experiences that guide students 
through writer’s block, structural 
issues, or logical reasoning—
without giving away answers. 
These experiences are tightly 
scoped and designed to 
encourage autonomy and self-
regulation, in line with research 
on metacognition and mastery 
learning.  For research on this, 
see the research spotlight 
titled “When Generative AI 
Undermines Learning”
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WHEN GENERATIVE AI UNDERMINES LEARNING 
THE CRUTCH EFFECT IN AI TUTORING

 In a large-scale field experiment, Bastani et al. (2024) evaluated how GPT-4-based tutors impact student 
learning in high school math classes. While students using a standard AI interface (GPT Base) performed better 
during practice, they did worse on exams—17% lower than those with no AI access. The reason? Students 
relied on the AI to do the thinking for them. Without safeguards, the AI became a “crutch,” undermining their 
ability to independently apply knowledge.

Why This Matters for Instructional Design

The study highlights a key danger of generative AI in education: when used without structure, it 
can harm long-term learning. However, a more thoughtfully designed version—GPT Tutor—used 
prompts and feedback strategies to scaffold learning without giving answers away. This approach 
eliminated the negative exam effect. For tools like Packback, the takeaway is clear: AI must support 
cognitive engagement, not shortcut it. Instructional AI should guide students toward mastery—not 
just performance.

Building Scalable,
Human-Centered 
Teaching

All of these features reflect our 
commitment to designing Instructional 
AI that is explainable, ethical, and 
grounded in pedagogy. Our tools are 
not magic—they’re purpose-built, 
research-aligned supports that help 
students write better, think deeper, 
and take ownership of their learning. 
Educators retain control; students 
stay empowered.

This chapter is just the start. In our 
upcoming Instructional AI eBook, 
we’ll dive deeper into each of 
these components—exploring the 
research, decision-making, and design 
philosophy that make Packback’s 
approach unique. Stay tuned.

Request an 
AI Demo
Discover how Packback’s AI-powered platform 
can transform learning, enhance student 
engagement, and streamline feedback with 
ethical, transparent AI. See firsthand how our 
real-time coaching, grading assistance, and 
interactive tutoring can support both students 
and educators.

What You’ll Experience in the Demo:

• • Live walkthrough of Packback’s AI-driven 
feedback and discussion tools.

• • Demonstration of AI moderation and 
grading assistance in action.

Click Here to Book a Demo

https://packback.co/demo/
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This eBook has explored the essential role of ethical AI in education, emphasizing 
transparency, fairness, and student-centered learning. Through research-backed insights 
and real-world applications, we’ve demonstrated how AI can empower educators, 
enhance student engagement, and improve learning outcomes when implemented 
responsibly.

• • Ethical AI is essential: Implementing AI with clear ethical guidelines ensures 
fairness, transparency, and accountability.

• • AI should augment, not replace: AI tools are most effective when they 
support educators rather than attempting to replace human instruction.

• • Mastery learning and feedback loops drive success: AI-driven formative 
feedback enhances student learning by promoting continuous improvement.

• • Transparency builds trust: Explainable AI fosters confidence among students 
and educators, making technology an asset rather than a concern.

• • Pedagogical frameworks matter: AI aligns best with research-backed 
methods such as Mastery Learning and Communities of Inquiry.

By applying these insights, educators and institutions can leverage AI to create more 
effective, engaging, and equitable learning environments. Ethical AI isn’t just a theoretical 
goal—it’s a practical necessity for shaping the future of education.

CONCLUSION

AI

• Prioritize student 
well-being

• Do no harm (bias 
mitigation, privacy)

• Transparency & 
explainability

• Human accountability
• AI as a supplement, 

not a substitute

• Machine Learning
• Deep Learning

• Expert Systems
• Generative AI

• Instant 
Feedback

• AI-Assisted 
Grading

• Discussion 
Moderation

• Coaching & 
Tutoring

• Mastery Learning: Iterative feedback, student pacing
• Communities of Inquiry (CoI): Social, cognitive, 

teaching presence
• Formative Feedback: Feedback as guidance, 

not judgment

Ethical Foundation

Pedagogical Core

AI Architecture

Practical
 Features 
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The Future of Ethical AI 
in Education
As AI continues to evolve, its role in education is expanding rapidly. While AI-driven 
tools already enhance learning experiences, assessment, and engagement, the future 
of ethical AI in education will be shaped by new advancements, policies, and best 
practices that ensure these technologies remain student-centered, transparent, and 
fair. Emerging Trends and Future Directions:

The future of AI in education hinges on a commitment to ethical principles, 
continuous research, and thoughtful implementation. By proactively shaping these 
advancements with fairness and transparency in mind, we can ensure AI remains a 
powerful force for improving education rather than disrupting it.

• • INCREASED PERSONALIZATION:

AI will further refine adaptive 
learning, tailoring content and 
pacing to individual student 
needs while maintaining fairness 
and inclusivity.

• • GREATER EMPHASIS ON 
EXPLAINABILITY:

Future AI models will prioritize 
transparency, allowing students 
and educators to understand how 
AI-driven decisions are made.

• • AI-AUGMENTED HUMAN 
INSTRUCTION:

Rather than replacing educators, 
AI will continue to enhance 
teaching, reducing administrative 
burdens and allowing instructors 
to focus on mentorship and critical 
thinking development.

• • ENHANCED DATA PRIVACY AND 
SECURITY:

As regulations evolve, AI 
developers will need to adopt even 
stricter privacy measures, ensuring 
student data remains protected.

• • ETHICAL AI POLICIES AND 
REGULATIONS:

Governments and institutions 
will play a larger role in defining 
responsible AI use, enforcing 
guidelines that align with 
fairness, accountability, and 
student well-being.

• • ADVANCEMENTS IN AI FOR 
FEEDBACK AND ASSESSMENT:

Research-backed improvements will 
refine AI-driven formative feedback, 
ensuring assessments align with 
pedagogical best practices and 
enhance student learning.
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Proactive and Thoughtful AI 
Adoption Encouragement
The responsible adoption of AI in education is not just about leveraging cutting-
edge technology—it’s about ensuring that AI serves as a tool for meaningful, 
ethical, and pedagogically sound learning experiences. Educators, administrators, 
and institutions have the opportunity to shape AI’s role in education by 
making informed choices that prioritize transparency, student well-being, and 
instructional effectiveness.

By approaching AI adoption thoughtfully, institutions can maximize its 
benefits—enhancing student engagement, improving feedback loops, and 
alleviating administrative burdens—while mitigating risks related to bias, data 
security, and over-reliance on automation. Ethical AI isn’t just a concept; it’s a 
commitment to responsible implementation that values both human expertise 
and technological innovation.

Continue the 
Journey with 
Instructional AI: 
Education’s Best 
Kept Secret
For those looking to deepen their 
understanding of instructional AI and its 
practical applications, Our newest eBook, 
Instructional AI: Education’s Best Kept 
Secret provides an in-depth exploration 
of how AI can be effectively integrated 
into teaching and learning. This resource 
offers actionable strategies, real-world 
examples, and insights into how AI can 
empower educators while maintaining 
ethical integrity.

Read Now

https://packback.co/resources/instructional-ai-educations-best-kept-secret/#download_href
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